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Inferences: Following points answered

• Describe the training process implemented in your code.

• Which loss function/optimization method is used?

• Is there any regularization used?

• Which evaluation metric is used and why? Like, top-k accuracy, average per-
class accuracy, mean average precision (mAP).

• Contrast these metrics and discuss when they should be used.

(a) 10 Classes

Figure 1: CIFAR-10 dataset consists of 10 categories labeled as above
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(a) Flow Graph (b) Flow Graph Cont.

Figure 2: My model is implemented using Google Inception Network. Graph gener-
ated has 4 inception layers which is obtained from Tensorboard-Graph of my imple-
mentation

Answer.

• Training process implemented in code by splitting the dataset into 50,000 training
images and 10,000 test images of CIFAR-10 dataset. Shape of training dataset is
x-train shape: (50000, 32, 32, 3)

• I have implemented two models to compare and contrast my work. First, simple
3 layer Convolution neural network(CNN) and second being, a 4 layer(Inception)
Google Inception network.

• In Figure 1, inception layer is a combination of all those layers (1x1 Convolu-
tion layer, 3x3 Convolutions layer, 5x5 Convolutions layer) with their output fil-
ter banks concatenated into a single output vector forming the input of the next
stage.

• Loss function used in both my models is categorical_crossentropy as we have
10 categories. I have tried binary_crossentropy as well. Though, loss functions
had very close accuracy still categorical_crossentropy perfomed better. Also, its
reccomended not to use binary for classes more than 2.

• Optimization, I have used Adam optimizer. As it is a Stochastic gradient descent
optimizer which maintains a single learning rate (termed alpha) for all weight
updates and the learning rate does not change during training.

• Regularization, I have tried both L1(Lasso Regression) and L2(Ridge Regression).
But, L2 regularization provided better accuracy.

• I have compared model using top_k_categorical_accuracy, mean_absolute_error
and Accuracy as metrices for my model. These have been captured in logs and
also show in fig.
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• Comparision to choose the suitable Loss function between categori-
cal_crossentropy and mean_squared_error based on metrices accuracy,
top_3_accuracy, top_k_categorical_accuracy, Mean Absolute Error to finalize.

(a) Validation metrices

Figure 3: Comparing metrices on Loss functions of mean_squared_error
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(a) Validation metrices

Figure 4: Comparing metrices on Loss functions of categorical_crossentropy

Comparison of Loss fn MSE and Categorical CrossEntropy
Metric Mean Squared

Error Fig2
Cat CrossEn-
tropy Fig3

Validation
Accuracy

0.8135 0.8451

Validation Loss 0.04 0.8682
Mean Absolute
Err

0.05 0.03548

Top k Categori-
cal Accuracy

0.9859 0.9904

Explanation for choosing Categorical Cross entropy.

• By performing comparison based on mertices for loss function Mean Squared
error and Categorical cross entropy.

• It can be inferred from graphs that, validation accuracy, mean absolute error and
top-k categorical accuracy is best for loss function cross entropy than MSE.

• Hence, will be choosing Cross Entropy for both Simple MultiLayer CNN and
Google Inception Network
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• Comparison between a simple multi-layer CNN and multi-branch Google In-
ception Network. Decision to choose which model?

(a) 3 Layer Simple CNN (b) Google Inception network

Figure 5: Comparing Validation and Training accuracy of 3 Layer Simple CNN and
multi-branch Google Inception network to choose a good model

(a) Confusion matrix for simple CNN (b) Confusion matrix for Inception network

Figure 6: Comparison of confusion matrix between simple CNN and Google inception
network. It can be clearly noticed that number of correct predictions(blue diagonal) is
higher for 4layer Inception network

Explanation for choosing Multi-branch Google Inception Network over 3Layer CNN.

• Comparing the validation and training accuracy, simple 3 layer CNN has 64%
validation accuracy. Whereas 4layer inception network has a validation accuracy
of 84%

• Based on comparison of confusion matrix between simple CNN and Google in-
ception network. It can be clearly noticed that number of correct predictions(blue
diagonal) is higher for 4layer Inception network.
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• Hence, from the above it can be inferred that Google Inception networks per-
forms better.

• Discussion on adding residual connections and/or batch normalization.

• Results of multi-branch architecture in Google Inception networks.

• Results of tweaking hyper-parameters for training like learning rate, weight
decay, training epochs.

• Justifying design of the model.

• Showing training curves and training/validation accuracy with best parame-
ters.

(a) Without Batch normalization as input lay-
ers increases

(b) Learning Rate 0.5

Figure 7: Tweaking Hyper-parameters, above are examples of not well optimised pa-
rameters which produce sluggish or low accuracy

Explanations and discussion for above.

• For Adam optimizer when Learning rate is increased to 0.5, validation accuracy
dropped to 19.26%. Whereas when accuracy was reset to a stable rate of 0.001
the validation accuracy increased to 84.8%. Hence, by trail and run LR of 0.001
suited best for my model.

• In my model when, batch normalization which was set as parameter to False, The
validation accuracy dropped to 59.90.

• In my model, it was noticed that having low number of epoch, for epoch=5 the
accuracy was 79.2%. But, the accuracy increased slowly as the number of epochs
increased. For my code its set 20 epochs. Value greater that showed very less
improvement in accuracy and highly processor intensive. This problem can also
be called over fitting.

• My final model used is a multi branch google inception network. It has 4 in-
ception layer. One layer consists of dimension inception1x1,inception3x3, incep-
tion5x5, inceptionPool convolution for faster and less expensive computation.
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• I have used two activation function in my work, First for building layers. ReLu
function and For Dense layer softmax function. And loss function is categori-
cal_crossentropy optimizer is Adam(0.001) and finall metrics is accuracy.

• The best hyper-parameters presented the best output with a trade off between
efficiency and accuracy is, Epoch=20, LearningRate=0.001, dropout=0.2, regular-
ization=12

• The best case scenario in my model provided a accuracy of 84.5%

(a) Layers created in inception model

(b) Batch running for 20 epochs

Figure 8: The above image shows the dimensions of convolution layers created in
Google inception network
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